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About the presentation
Recently, evolutionary many-objective optimization has 
been one of the most active research areas in the field of 
evolutionary computation. It has been repeatedly pointed 
out that the main stream research framework in the 
evolutionary multiobjective optimization (EMO) community 
does not work well on many-objective problems. When an 
EMO algorithm is applied to a many-objective problem, 
almost all individuals in a population become non-
dominated in a very early stage of evolutionary (e.g., in 10 
generations). In this situation, Pareto dominance-based 
fitness evaluation cannot generate a strong section 
pressure to efficiently drive the population toward the 
Pareto front. 

A number of approaches to many-objective optimization 
have been proposed in the literature. A current trend is the 
use of a set of well-distributed weight vectors (reference 
directions, reference points) for many-objective 
optimization in a similar framework to the decomposition-
based EMO algorithm (i.e., MOEA/D). In this presentation, 
we will discuss some recent research topics in the field of 
evolutionary multi-objective and many-objective 
optimization. Emphasis will be placed on the difficulty in 
performance comparison of evolutionary many-objective 
algorithms from the following viewpoints: (1) Population 
size specification for fair comparison, (2) Special 
characteristic features of frequently used many-objective 
test problems called DTLZ and WFG, (3) Dependency of 
the performance of recently-proposed MODE/D-based 
many-objective algorithms on the shape of the Pareto 
fronts of those test problems, and (4) Dependency of 
hypervolume-based performance comparison results on 
the choice of a reference point for hypervolume 
calculation.
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